3.2 Accidental Consequences

3.2.1. Pressure Waves and Pressure Loads

3.2.1.1. Chemical Explosions

Essential to the consideration of accidental comseces is the estimation of hazards and hazard
levels, e.g., overpressures, thermal radiationthihewv of debris or missiles, and the damage level
the vulnerability of the receiving objects. In cheah explosions which are usually exothermal
oxidation reactions, a great portion of the comioasénergy is carried by the developing blast wave
uniformly distributed in all directions. Depending the various types of combustion processes (slow
deflagration or fast turbulent flame or detonatjotf)e pressure history will be different. It is
characterized by the peak overpressure and theyseegicrease/decay rate. This effect is stroraest
ground level (hemispherical) explosions where d@ueeflection the respective yield ratio can be &wic
as high as for a spherical explosion.

Deflagration and detonation differ in peak overptes, in the duration of the impulse (time-integdat
pressure), in the steepness of the wave front,iranlde decrease of overpressure with propagation
distance. Secondary blast wave parameters arestiierpflected pressure, peak dynamic (blast wind)
pressure, shock front velocity, and blast wave tlenghe different pressure transients for the two
combustion modes are shown in Fig. 3-1.
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Fig. 3-1: Characteristic shape of pressure-timetian for a detonation shock wave (left)
and a deflagration pressure wave (right), from [TND2]
(Po: initial pressure; P peak side-on overpressurg;duration of positive phase)

Deflagration

In a deflagration with flame speeds of 1-10 m/g, ¥blume expansion of the gas acts like a piston
displacing the unburnt gas. The deflagration presstave in a confined space is characterized by a
slow increase of pressure and fluid velocity in tbgion preceding the flame front. Pressure buid-u
will take place even at low flame speeds and reraathe obtained level, since the gas cannot expand
in a fixed volume. The pressure inside is indepahdé the location and mainly determined by the
fraction of burnt gas. The static pressure loadinglow deflagration processes is described by the
“adiabatic, isochoric, complete combustion (AICQ)fessure representing an upper bound in a
confined space. For a given gas mixture at arairiédmperature, the AICC pressure is a function of



the initial pressure. A mitigation of the AICC psese is given by incomplete combustion, venting,
radiation/conduction heat losses, or the additibdilments. Therefore the maximum static pressure
will be generally lower than the AICC pressure. tBa other hand, initial turbulence increases the
degree of combustion and thus the pressure. Th& pesssure in a closed vessel for most
hydrocarbon-air mixtures is in the order of 0.8 MBafficient for many buildings to exceed their
failure limits. For a hydrocarbon-oxygen mixturejs even 1.6 MPa. An Hair mixture, initially at
NTP, will reach a pressure of 0.815 MPa; its volwmileincrease by a factor of 6.89 [Baker 1983].

The pressure build-up depends on the flame projeagand the degree of confinement. Particularly
hazardous configurations are those, which are eeonfined like tubes, pipes, or channels, where —
if long enough — even in insensitive methane-aixtanes, high flame speeds and pressures can be
reached. Venting can reduce the pressure.

Inside a spherical vessel, the pressure rise follpwthe ignition of a flammable mixture is
proportional to the cube of the burning velocity.dipes with no obstacles, the transition distance
increases with increasing diameter (example: 8 mpfopane-air mixture in a 50 mm diameter pipe)
[Moen 1993]. Effective burning velocity must be ldgh as ~ 100 m/s to produce significant blast
overpressures of 10 kPa. Comparing explosion tegtses and in spherical vessels, it was observed
that pressures are generally lower in a sphericgdggation of the gas mixture (unconfined) thaa in
planar propagation. The pressure behind the flaow fs decaying away from the flame, since wave
energy dissipates.

The combustion of a hydrogen-air mixture in an unficed vapour cloud explosion (UVCE) typically
liberates only a fraction of 0.1 - 10 % of its timal energy content, in most cases less than 1 Bl [Li
1975]. Depending on the combustion mode (deflagmé&dietonation), the explosion is connected with
a more or less destructive pressure shock waveoldmpressure to be expected in the deflagration of
an unconfined hydrogen-air vapour cloud is in trdeoof 10 kPa.

Fast Deflagration

In the intermediate stage of a fast deflagratiotihe flame front still travelling at subsonic sdea
preceding shock wave is developing in the stillumb mixture. The peak overpressure is lower, the
pressure drop, however, takes place over a lorggggof time. This means that the impulse, ifee, t
integral of pressure over time, which is a measoré¢he load upon a structure, is about the same in
both cases. The peak overpressure increases witasing flame speed. Transient pressures can be
locally higher than the AICC pressure. Inhomogeegitan result in local detonations decaying to
deflagrations. When the shock wave leaves the clibtibns into an expanding decaying wave. In the
long-distance range, the pressure wave for botlagtaftion and detonation exhibits about the same
shape decaying with 1/r.

Local explosions like from jet flames result in &lg high pressures and can also lead to high flame
speeds in less confined areas and even triggeoaat®sn wave.

Detonation

In contrast to a deflagration, the detonation isombustion mode with the flame travelling at
supersonic speed in the order of 2000 m/s. Theeflaont proceeds by shock wave compression of
the unburnt gas. It is characterized by a distpmessure spike and a subsequent almost exponential
decrease. The shock wave, which is at the samethienflame front, is followed by the reaction zone,
in which a pressure discontinuity is observed wiibee pressure even drops to values lower than
atmospheric pressure (“molecular collapse”) duthtomuch denser oxidation product (water) upon
hydrogen combustion. The essential parameterseaie @verpressure and positive/negative phase of
the specific impulse depending on the liberatedlastpn energy. The combustion process is
completed without an expansion of the gas cloudkPwerpressures in the near field are typically in
the range of 1.5-2 MPa. The pressure wave graddalbays and eventually turns into an acoustic
wave.



In geometries which allow the transition from dgfiion to detonation, pressures near the location
where detonation takes place, may be much highear the CJ (Chapman-Jouguet) pressure of a
stabilized (and idealized) detonation wave, whishdue to a pre-compression effect by the
propagating shock wave [Van Wingerden 1999]. Infioea spaces, peak pressures can range between
“normal” deflagration peak pressure and very higkspures following DDT. Worst case is considered
the DDT on a reflected shock wave produced by &ff@se with an estimated peak pressure to be by
a factor of 10 higher than the detonation pressiine. transfer of a detonation wave into adjacent
mixtures is possible and has been observed foraplatouds, whereas in spherical clouds, fast
deflagrations are more likely to occur.

An explosion in a vessel which is connected by alkwpening to another vessel creates a peak
overpressure and a pressure increase rate muatr liigin in a single vessel explosion, a phenomenon
known as “pressure piling”. A pressure of more ttgah MPa was measured in a two-chamber

geometry for a stoichiometric hydrocarbon-air migtuwhere 0.8 MPa were expected for the

explosion in a single vessel. Unlike the lengthhaf interconnecting tube, its diameter is pertirfient

the peak overpressure.

Real Gas Cloud

In reality, a gas cloud shows the typically expécteatures of a non-premixed, inhomogeneous
concentration distribution, air entrainment at leeindaries, and stratification if evolving from @op

of liquefied gas. Furthermore in case of an explopsia real gas cloud is not an “ideal” explosion
source due to a larger-than-infinitesimal volumel anlower energy density and energy deposition
rate, thus leading to non-ideal blast waves. Dmrat from the ideal situation are able to either
enhance or to attenuate the pressure build-up.dimohiometry as well as ignition at the cloud edge
will certainly have a damping effect on the presshuild-up. The maximum blast impulse, which
becomes larger with increasing shock duration,ds near the explosion centre, but about 13-15
charge radii. A near-ground flat long-stretchedudl®mf heavy gases or vaporized cryogens may
experience multi-point ignition connected with asence of pressure peaks, and more turbulence-
generating terrain roughness or obstacles in tbe fpath, both effects of which lead to an
enhancement of the pressure build-up.

Unlike a heavy gas cloud which would be of a paeciitm, a hydrogen vapour cloud would soon
cover an area, which is larger than that of a hghasdcal cloud with the same explosive inventory.
Only in case of just vaporized LHfter a large-scale spill, the cold gas cloud wdtavel and stretch
near ground, until sufficient air has entrainedrirtihe outside to make the gas positively buoyadt an
develop soon to a vertically stretched cloud shape.

The flame spreading in a non-spherical cloud isgphlly until it reaches the cloud edge at some
point; then it continues in the direction, wherdl gfas can be found. The pressure is decreasing
immediately behind the flame front because of thard expansion of the combustion products.

3.2.1.2. Physical Explosions

Shock wave blasts can also be produced from pHysigdosions, i.e., the sudden violent expansion
of a fluid not connected with a chemical reactidhe strongest man-made physical explosion is
surely the nuclear explosion of an atomic bomb. fEsailting blast wave reaches overpressures of 170
kPa in the central zone (14 km radius for the exangp a 20 Mt explosion in 5.5 km height) and
gradually decaying to the outside with still 20 kR&0 km distance).

The most common physical explosion is a burstingpoketing pressure vessel which may result from
a fire-induced BLEVE (Boiling Liquid Expanding Vapo Cloud Explosion). The higher the liquid
density, the more destructive is the BLEVE. If tlguiid is flammable, a fireball will follow. Severa
pressure spikes are being created upon a BLEVE fhe flashing liquid, from the expanding vapour
phase, and, if applicable, from the combustion.sNés and projectiles may be emitted also from a



physical explosion and may cause injuries, fatjtior damage at considerable distances depending
on the explosion energy liberated. Projectile hdiracreases with average liquid temperature.

Another example of a physical explosion is the alted rapid phase transition (RPT), a thermal
vapour explosion resulting from the spontaneouss@lehange of a fluid getting in contact with a
much hotter or colder liquid, e.g., a cryogen spilbnto water or the fluid-coolant interaction dgra
core melt accident in a light-water nuclear reacRrerequisites of such an explosive boiling are a
temperature of the “hot” fluid above the boilingiqtoof the “cold” fluid and a certain mixing of Hot
fluids allowing a close and sufficiently long coaitaAlthough the energy release is small compared
with a chemical explosion, fragmentation and phammge of the “cold” fluid (vapour evolution) can
occur at such a high rate that shock waves mayopmefd. For LNG onto a water surface,
overpressures with damaging potential of up to & Were observed. RPT explosions with different
materials (molten metal plus water) in the metal ahemical industries were even the cause for
people killed by flying melt or the blast wave. Matl examples of RPT were the catastrophic
explosions of the island volcanoes Krakatoa, Indmen 1883 and Surtsey, Iceland, in 1963.

3.2.1.3. Experimental Work

Apart from the experience obtained by observatiand lessons learned from explosion accidents,
numerous experiments have been performed worldwdavestigate the transient behaviour of
overpressures following the explosive combustioriued-air mixtures. Tests were conducted under
various conditions such as confined, partially awd, or unconfined, larger-scale or smaller-scale
geometry, fuel type and constitution with the magmal of development of or comparison with
simulation approaches. The most dangerous configneawere found to be, as expected, those with a
major obstruction, even for less sensitive fuelegasuch as methane. For DDT cases, travelling
distance for the flame must be sufficiently londjiehh would be around 3 m for a stoichiometric
hydrogen-air mixture. Only a few of those test egrare mentioned in the following showing the
broad range of activities.

Large-scale experiments were conducted by the ®&uwsiurchatov Institute using premixed
hydrogen-air mixtures. The RUT facility with a coréd volume of 480 fiwas employed for a series
of tests ranging from slow deflagration to detomatiH, concentration varied between 10 and 14 %.
During slow deflagration (no obstacles presentg tverpressures measured increased wih H
concentration, from around 0.1 MPa to 0.17-0.23 Misertion of obstacles (blockage ratio of 30 and
60 %) resulted in accelerated flames creating aessures (1.1-1.6 MPa) for gas mixtures with 14 %
H, concentration. There was even the observationdat@nation at a fHHconcentration as low as 12.5
%. Examples of pressure transients are given inFBj[Breitung 1996].
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Fig. 3-2: Measured overpressure transients in Rigi twith different blockage ratios (BR)
showing slow deflagration (top), fast deflagrat{oniddle), detonation (bottom), from [Breitung 1996]

The Russian UTR facility, a tube with 66 mm diameted a maximum length of 3 m was used for
systematic studies on peak overpressures if tratitoc of DDT is varied influencing the degree of

precombustion. Peak pressures observed were welNealthe Chapman-Jouguet pressures for
detonation of the undisturbed mixture.

Large-scale testing on DDT in hydrogen-air mixtuness conducted in the FLAME facility, a 30.5 m
long, 2.44 m high, and 1.83 m wide rectangular obawith a closed ignition end and an open far end
and venting/obstruction possibilities.

An explosion tube of 2.5 m diameter and 10 m lemgth one open end was used in Norway to study
peak overpressures of ignited stoichiometric prepgn mixtures. The tests have shown the
significant influence of the blockage ratio insidhe tube on the flame speed and pressure increase,
respectively, which can come close to the detonatnge [GEXCON].

Smaller-scale detonation test tubes have been ctedltat the Research Centre Karlsruhe, the
Technical University of Munich, the DLR in Stuttjar the High-Temperature Combustion Facility,



HTCF, at BNL employing different types of obstractiand differently diluted hydrogen-air mixtures
to study flame acceleration and various DDT medrasi

Within the nuclear power plant safety program ahd PNP gas cloud program, the German
Fraunhofer Institute for Chemical Technology (FHF)Cconducted various series of tests using
mixtures of propane, ethylene, methane, and hydregth air to investigate detonation and DDT in
spherical, hemispherical, and tube geometries. hfiveed hemisperically shaped-dir mixtures at
volumes between 7.5 and 2108 were ignited measuring a maximum overpressure3kBa which
corresponds to a flame velocity of 84 m/s [Schneitie78, Pfoertner 1983a, Pfoertner 1983b,
Pfoertner 1985]. Balloon tests were conducted wigmisperically shaped JFhir mixtures with a
volume of 50 Mand concentrations of 20 and 29.6 vol%, respdgtivgnition occurred at the centre
on the ground by means of an explosive to trigggoiation. Pressures were measured at various
positions inside and outside the balloon. Visuatigasured flame speeds agreed well the theoretical
values (see Fig. 3-3) [Breitung 1995].

The influence of partial confinement on the comimmsbehaviour of Bair mixtures was examined in
further ICT tests employing a 10 x 3 x 3 tane with parallel walls [Schneider 1984a, Scheeid
1984b, Schneider 2005].
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Fig. 3-3: Measured and calculated pressure tranisisiale (left) and outside (right) the balloon
in an FH-ICT hemispherical balloon test with-&lr detonation, from [Breitung 1995]

The extensive experimental research programs oregplesions within the EU projects MERGE
[Mercx 1994] and EMERGE [Mercx 1997] have shownt therpressures are mainly determined by
fuel type, geometric scale as well as the arrangeared number of obstacles which are passed by the
propagating flame.
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Fig. 3-4: Measured flame front profiles in an FHFI@ne test with parallel walls
(37 % H air mixture), fan generated turbulence, and DDar e wall (contour 34),
from [Berman 1986]

Other unconfined explosion tests are known of tA&B company in Germany. In 1943 and 1948,
explosion accidents occurred at BASF resulting fittwe bursting of liquid gas vessels, subsequent
flash evaporation, and mixing of the fuel with aerii air and eventually ignition of the cloud. The
cause of the bursting was a heating of the ovedfillessels by the radiation of the sun ,i.e. ethes

not enough vapour buffering inside of the tankse Eperimental simulation and modelling of these
events has been performed in the 1970s by BASFFaadnhofer ICT by use of differently sized
vessels with volumes between 0.2 and 12corresponding to a mass of up to 452 kg of liquid
propylene. Pressures observed were in the ran@b5ef.5 kPa for the smaller and 4-7 kPa for the
larger vessels [Maurer 1975, Maurer 1977, GieshrE@80, Giesbrecht 1981].

With respect to other physical explosions, testseweonducted in the 1970s and 1980s with the
spillage of LNG into a pond of water (e.g., Coyateries, Burro series, Maplin Sands series) to
measure among other parameters the strength opRIgSure waves. After releasing LNG amounts of
40 n? onto water, observed RPT overpressures were hsaki§ kPa [Koopman 1982)].

Gaz de France initiated an RPT research prograt@8a in Lorient with large-scale tests using LNG.
The spillage of amounts between 1 and®®nto water has shown that the occurrence andgstre
RPT were strongly related to the volume of the nixtone. Maximum explosion pressure recorded
was equivalent to 4.15 kg of TNT. Research acésitalso included fundamental studies of the
phenomena and computer code development. Due tartpr temperature difference, consequences
of LH, spills onto water may be more severe.

3.2.1.4. Modelling of Pressure Waves



The explosion energy in case of a BLEVE can besasskby the difference between final and initial
state of the bursting vessel assuming isentrogamsion. This plus a certain portion of the bugstin
pressure energy contribute to the blast wave ggorffC SChE 2004].

The propagation of a pressure wave in a compressitddium can be described by the Rankine-
Hugoniot equations (or “jump conditions”) basedtla conservation equations for mass, momentum,
and energy. From this relationship, it can be d@efithat the density ratio of air, if assumed taahe
ideal gas, behind and in front of the shock frenlimited to about 6. For air as a real gas, howeve
assuming to dissociate or ionize at high tempeesatuthis ratio can be significantly higher. A
computer code, BLAST (Building Loads Analysis angstems Thermodynamics), was developed
based on the above equations as well as on emetafrom nuclear tests.

A first model description of the shock wave pararefor an explosion in air was given in 1870 by
Rankine with shock front velocity, maximum dynanpcessure as functions of the peak static
overpressure, speed of sound in air, and the atmaospconditions. Later modelling efforts have used
theoretical or empirical approaches to find agregmeth experimental data [Pandey 2006]. Fig. 3-5
shows a comparison of measured explosion presstitiesdifferent models. It was generally stated
that agreement between theory and experimentssgiesd in the near-field compared to the medium
and far-field because of the more complex flowgoatt
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Fig. 3-5: Blast pressures vs. scaled distance flmtanation of 1 kg of TNT [Pandey 2006]

Accurate empirical and theoretical models are msfor detonation waves. According to the
Chapman-Jouguet (CJ) theory from 1899 and 190%eotisely, detonation represents a linear
discontinuity, transforming the reactants completelproducts at an infinite reaction rate. Detmrat
velocity and pressure can be calculated from dayuilin chemistry as a function of the gas mixture
only. Respective data for hydrogen at NTP in arupperted detonation are

CJ velocity: 1968 m/s
CJ detonation pressure: 1.58 MPa

The CJ theory predicts the thermodynamic state idieely behind the detonation wave, but cannot
describe the structure of the wave. Processeseint$id detonation front are extremely complex



involving multi-dimensional shock interactions in atensive turbulent reacting medium. Sitill, the
simple 1-dimensional CJ model prediction of velpeihd overpressure is quite close to what is being
observed, within a few per cent for velocity and1B0% difference for the pressure measurements
[Tieszen 1993]. CJ (and AICC) pressures of a figad mixture increase linearly with the initial
pressure at constant initial temperature, and rarersely proportional to the initial temperature at
constant initial pressure. However, the CJ thesmyoit capable of determining the dynamic detonation
parameters such as detonability limits, initial rgyeor critical tube diameter. No theory existsfao

that provides estimates of these parameters. @ingders of a gas or gas mixtures can be calculated
with the code STANJAN developed at the Stanfordversity.

In the ZND (Zel'dovich-von Neumann-Doering) theotkie detonation wave is described as a two-
dimensional dome-shaped shock wave, where atatg# footh temperature and pressure rise. It is
followed by a reaction zone whose thickness isrdeted by the reaction rate. Here the detonable
substance reacts at high pressure and temperattirewerything is transformed into product gases.
The chemical reaction causes a rapid fall in presgtvon Neumann spike”). The reaction zone
remains unchanged (steady) when moving througisubstance. A variable ranging between 0 and 1
describes the respective state and the progredseafical reaction, respectively. Detonation velesit
and pressures are less than for a plane shock front

A very simple way of modelling blast effects is fTidT Equivalent method derived from the decay of
shock waves from high-explosive or nuclear explosim the atmosphere. It is an estimation of the
mass of TNT per unit mass of fuel, whose detonationld result in the same blast wave at the same
distance. One kg of TNT translates into energy 5204kg meaning that 1 Nhof hydrogen gas
corresponds to 2.22 kg of TNT. The weakness offti€ Equivalent model, if applied to a VCE, is to
ignore the pressure-time characteristic differenbesveen a gas cloud and a detonative TNT
explosion. It is deemed to overestimate near-f&ld underestimate far-field effects. Furthermoee th
model does not consider the influence of turbulearm: confinement. The TNT model considers only
the total amount of fuel involved and particuladiyes not take into account the yield factor in &&yC
which is generally only a small fraction, in moases < 1 %.

The most common form of blast scaling law is thatoading to Hopkinson and Cranz [Baker 1983]:
Z = RI/IB® o Z = RIW

where Z is the scaled distance, E is the heat wibostion, W is the weight of the explosive, can be
applied to predict blast wave properties of largals explosions based on the data of small-scale
experiments (assuming same explosive, same gedmdtng above relation appears to become
inappropriate for Z < 0.16 m/Kg

Numerous explosion experiments have been evaluatdérive blast charts. Commonly known and
accepted are the Baker-Strehlow blast curves fdg \fthe open atmosphere or the TNO blast waves
for hemispherical explosions. It is a good engimeetool finding its limits when real gas clouds
rather than idealized are considered. An improvénmmards a more realistic modelling was made
with a new set of blast curves, called the Bakeet$ow-Tang curves (Fig. 3-6), by considering a
more precise blast pressure decay behaviour. Eudt ie a considerable reduction at long distances.
The curves were validated in all combustion regifiiemg 1999].
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Fig. 3-6: Baker-Strehlow-Tang curves of overpressis. distance
for various flame Mach numbersiMrom [Tang 1999]

Models for BLEVE Blast prediction are also desctilie the CCPS guidelines [CCPS 1994] and the
‘Yellow Book’ [MVROM 2005]. These references alsesdgribe models to predict the magnitude and
duration of the fireball which often follows a BLEV Recently a new numerical method to calculate
the blast effects originating from an exploding sedsof liquefied gas have been derived [Van den
Berg 2004, Van den Berg 2005]. Adequate blast &iom requires full knowledge of the blast
source characteristics, i.e., the release and gquesevaporization rate of the flashing liquid. the
conditions that allow explosive vaporization arg eatirely clear and the vaporization rate of a
flashing liquid is unknown, safe assumptions hasenbadopted as the starting point in the modelling.
The blast effects from a BLEVE are numerically comegl by imposing the vapour pressure of a
flashing liquid as boundary condition for the ggsamics of expansion. The modelling shows that the
rupture of a pressure vessel containing a liquefeslin free space only develops a blast of sizanifi
strength if the vessel near-instantaneously digiates.

The TNO Multi-Energy method is based on the MuhieEgy concept, which consists in the feature of
gas deflagration that overpressure and blast dewaity under appropriate boundary conditions, i.e.,
only where the flammable mixture is partially cowfil and/or obstructed [CCPS 1994, Mercx 1991,
Mercx 2000]. This assumption can be made provithed transition to detonation to DDT does not
take place. For hydrogen, this requirement is moeasily fulfilled as it is for most hydrocarbons.
Based on the Multi-Energy concept, a vapour cloxglasion is modelled as series of hemispherical
model charges. Each model charge is characterizedcharge size and a charge strength. The charge
size is related to the heat of combustion presetiié source, while the charge strength is relaied
the explosion overpressure. Based on these chdratiens, scaled blast parameters (peak
overpressure, positive phase duration) as a fundicscaled distance have been calculated with the
TNO FCT Euler solver ‘BLAST’ (Fig. 3-7). [Mercx 200.

The strength of the blast wave is expressed asreubetween 1 and 10 representing categories of
“insignificant” to “detonative”. Calculation resslisuggest that damaging explosions can occur only,
when flame acceleration takes place within a psantcture [Mercx 1991, Mercx 2000]. The charge

strength can be determined either by numericalutgtion (CFD) or by using the experimentally

based GAME correlation [Van den Berg 1996], a retabetween the overpressure and details of
obstacle configurations. The charge size is infteeinby the Critical Separation Distance (CSD), the
distance between two obstructed regions above wdigapour cloud explosion can be modelled as
two separate sources of blast. Guidance on the @&Dbeen obtained in experimental research
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projects such as RIGOS [Van den Berg 2003]. Itheen found that the CSD between a ‘donor’ and
an ‘acceptor’ increases with the explosion overguesup to a maximum of half the donor dimension.

10 \
10
A
9 \
‘o 2
o
4
=
g \
g 8 :
(=% o)
\
3
§ 1 7
o
2 :
3 & k
4 5
3 T\
5 3N %
N
N
0.1 4 >
<
N < AN
AN N\
Q S AN N
hd N, N N \
{ ~ < N
\
< <
) N \ \\
[\
AN NER
N AN M \\
0.01 1 y Y N S I
S AY AN N\
AY N\ [ N
N N
\\ \\ N \\
N N N AN
AN AN \\ \\ N\
\‘»\ \\ \\\ \\ \
\\\ N \\\ \\ \\
\ N \ N N
N S N
0.001 -
0.1 1 10 100

o combustion energy-scaled distance r'
Fig. 3-7: Blast overpressure vs. scaled distancdifferent explosion strengths
according to the Multi-Energy method, from [Merd0®]

The Research Centre Karlsruhe has developed tlmulatdbn models DET1D and DET3D to
determine the characteristic detonation parametihén the reaction zone and outside in the unburnt
mixture. These models have been mainly appliedssess the load on a nuclear containment upon
confined combustion of homogeneous mixtures Hf®, N,, H,O. Code validation was made against
the Russian RUT experiments and FH-ICT balloonstgsee Figs. 3-2 and 3-3). Parameter
calculations of a 3D detonation have shown thaBestructure is not important for the pressurelloa
and that a relatively coarse grid provides suffici@ccuracy [Breitung 1995].

The state-of-the-art approach to modelling of costion phenomena are 3D CFD codes, which need
to be adapted to the spatial and temporal lendthsacteristic for chemical reactions. Typical time
steps for hydrodynamic flow calculations are in treler of 1¢ s and for the HO, reaction
mechanism 1¢ s [Breitung 1995]. Many approaches are based ems$sumption of incompressible
flows and are restricted to slow deflagrationscoptire detonations. For fast deflagrations with Mac
numbers > 0.3, incompressibility can no longer $®imed, since pressure waves are not negligible.

Several methods of turbulence modelling have bemeldped. In the “Reynolds Averaged Navier
Stokes” (RANS) equations, turbulence is modelledrmans of a turbulence viscosity which can be
calculated in a k- two-equations system. In contrast, the “Direct Muoal Simulation” (DNS)
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employs the direct and complete solution of theseovation equations taking into consideration all
turbulent structures. Somewhere in between is tidoad “Large Eddy Simulation” (LES) where only
the large turbulence structures are being dissdyethe calculation grid, whereas small turbulences
are filtered away and covered a turbulence visgosddel approach.

Today’s modelling and simulation show good agredméth a variety of fast combustion phenomena
[Fischer 1996]. It has the potential to provideurate data for realistic scenarios depending on how
accurately the respective submodels are workingekample, the above mentioned LES method for
turbulent flows with high Reynolds numbers was ssstully applied to the FH-ICT deflagration test
with stoichiometric Hair mixture [Molkov 2005]. The application of conomer models, however,
should be limited to cases or ranges, for whichabdes were validated. Examples of CFD codes
applied to combustion are AIXCO (RWTH, Germany), FRREAGAS (TNO & ANSYS Century
Dynamics, The Netherlands), CFX (Harwell, UK), FLAQCMI, Norway), FLUENT (Fluent, USA),
GASFLOW (FzZK, Germany), PHOENICS (CHAM, UK).

3.2.1.5. Throw of Debris and Missiles

No fully validated model exists in terms of predigt projectile hazards from bursting pressure
vessels. However, this difficult physical probleraynbe divided in two parts:

e fragmentation process evaluation;

e projectiles trajectories;

The first part is probably the most complex oned anly numerical simulation seems to allow for
prediction using appropriate material and fractmadels as, e.g., shown in [Gurson 1977, Erdogan
1977, Mott 1943].

The second part couples beginning solicitation laaltistic considerations. Solutions as suggested in
[Baum 1999, Baker 1983, UFIP 2002] are the mosklyidpplied and easy-to-handle models. The
software PROJEX using a method developed by INER$S also be used and seems to give better
results [INERIS 2004].

A global model based on statistical consideratisraso being conceived in [Hauptmanns 2001].

Most modelling approaches deal with the effectsbiafst and fire. In many hydrogen explosion
scenarios however, the throw of missiles or ddbrédso important and in some cases even dominant.

For hydrogen gas explosions this is typically theecfor scenarios where some degree of confinement
or enclosure is present. When in combination thelesstion process changes from a deflagration to a
detonation the throw of missiles or debris can beadtating. Examples are gas explosions inside
industrial equipment, inside a garage or car parkn a nuclear plant. These scenarios may lead to
major hazard of debris or missiles. Other typesxgflosions involving hydrogen are BLEVE's and
physical explosions. In these scenarios, it iscihy a vessel rupture leading to the throw of iitéss

Any risk assessment methodology for hydrogen sheolttain models for the throw of debris or
missiles.

The Initial Conditions

In general the initial conditions for throw are idefl by the distributions of the missile or delmiass,
launch velocity, and launch direction. These caodg are determined by the failure process and the
subsequent acceleration by the expanding gassesgaotion products. This is accompanied by
pressure relief as a result of the increasing aezd between the accelerating items.

The initial conditions for throw of missiles fronessels, as a result of physical explosions, BLEVE’s
and internal gas explosions can be determined RHS02 [MVROM 2005], referred to as the
‘Yellow Book’, and the CCPS Guideline [CCPS 199#].these references, the models of Baum
(BLEVE's), Baker (physical explosions) and Gelfar(@hysical explosions and internal gas
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explosions) are presented. For BLEVE's, the moddédaum predicts the initial velocity of missiles
based on the amount of liberated energy. The nwfd@aker for physical explosions relates the ihitia
velocity of missiles to a scaled overpressure vissel geometry, and the number of fragments. With
the model of Gelfand for internal gas explosiotise initial velocity is based on the scaled
overpressure and a scaled energy release rate.

Numerical simulation in combination with appropeianaterial and fracture models, e.g., shown in
[Gurson 1977, Erdogan 1977, Mott 1943] is anotipion.

The break-up process of buildings constructed freimforced concrete or brick during an internal gas
explosion is a more complicated phenomenon. Inctdse of a (weak) deflagration, the combustion
continues during the break-up process and dehlwiscla The coupling between pressure build-up,
venting, and break-up determines the part of thecttre that will participate in the throw, and the
distributions of debris launch velocity and laumtitection.

When a hydrogen detonation takes place insideldibgithe combustion process is completed before
the structure starts to break up. As a resultsthecture is loaded with a quasi-static load ofdsjby

0.8 MPa overpressure. This by far exceeds thetatalstrength of any typical industrial buildings

a result, the structure will largely break up awdederate. Hydrogen detonations in buildings can be
compared with bare quantities of high explosiveainmunition magazines. A similar quasi-static
load is obtained when a bare charge resultinglimding density of 0.25 kg/fhof TNT is detonated.

In Fig. 3-8, the result after the detonation of @& TNT in an 8 m Kasun-building (Norwegian
'small quantities’ ammunition storage buildingllisplayed [Langberg 2004].

Fig. 3-8: Kasun storage building with n internalume of 8 m (left).
Result after detonation of 2 kg TNT (right). [Largh 2004]

For detonations of bare explosives in ammunitiogaaaes, relations for the distributions of debris
mass, launch velocity, and launch direction hawentgerived within the Klotz Group [Van Doormaal
2006a, Van Doormaal 2006b]. Those relations aredas debris pick-up data from a collection of
large scale trials, and depend on loading density wall thickness. The cumulative debris mass
distribution was found to decay exponentially witbbris mass. The characteristic length of debris
decreases slowly with loading density. Fig. 3-9vehthis characteristic length for a large collegtio
of trial data. Note that the effective loading dgnfor hydrogen detonations of 0.25 kd/is situated

at the low loading density regime of the trial dhatse.
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Fig. 3-9: Characteristic length versus loading dgrer the Klotz Group trial database
[van Doormaal 2006a4]

The initial debris velocity decreases with debriasmaround a typical velocity, the Debris Launch
Velocity (DLV). This relation has been based onkveard calculations. The launch angle distribution
was found to be a rather sharp Gaussian distributentered around a direction close to the wall
normal directions. This directionality is illusteat in Fig. 3-10, where a frame is shown during the
debris launch from a Kasun-building after detormatidd 50 kg TNT. Note that this loading density
exceeds the energy content of a hydrogen detoniayidar.

Title: Skudd 11, front
Time =143.0 ms

—
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Fig. 3-10: Development of the debris throw duringasun trial with 50 kg TNT
illustrating the strong directionality of throw

The addition of the new Sci Pan 3 trial to the Has® was recently reported [Van der Voort 2006].
The relations are currently being implemented soffware code, the KG-Engineering Tool.

The Throw of Debris and Missiles

The initial distributions are the required input torow models. Throw models determine a collection

of impact locations in the field. Together with tingpact velocity and impact angle the consequences
for the infrastructure and for human beings canlétermined. Most existing throw models make use
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of a Monte Carlo technique. Predefined initial disttions of debris or missile mass, launch veiocit
and launch direction are sampled to obtain theiainitonditions for a number of trajectory
calculations. To obtain a proper representatioth@fdebris or missile density in the field, theuieed
number of Monte Carlo simulations needs to be Jarge. A global model based on statistical
considerations is also being conceived in [Hauptm&001].

Recently TNO has developed a universal throw mPdah der Voort 2006]. The basis is the source
function theorem, an underlying mathematical retatbetween the debris or missile density and the
initial distributions. This model reduces the regqdi number of trajectory calculations dramatically.
Trajectory calculations have to be carried out vagdution since the selected shape, orientation and
drag coefficient of debris and missiles have aigant influence on throw distances.

In Fig. 3-11 an application to the Sci Pan 3 tisashown together with experimental results [Van de
Voort 2006]. Compared to hydrogen detonations, titigd is situated at the other end of the loading
density regime (> 100 kgfn but illustrates the validity of the model in geal. The calculations are
in reasonable agreement with the experimental @atierences can be recognized and understood as
the model does not take into account:

» ricochet and roll (transport of missiles and dehfier the first trajectory);

» coupled trajectories:

* break-up at impact.

In reality, these phenomena play a role, but aréherother hand not always important in the figid o
risk assessment.
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Fig. 3-11: Debris density calculated with the unsa throw model together with experimental result.
Sci pan 3 trial [Van der Voort 2006]

Solutions as suggested in [Baum 1999, Baker 1988 2002] are widely applied and easy-to-handle
models. The software PROJEX using a method develbgpdNERIS may also be used and seems to
give better results [INERIS 2004].

Experimental data for the projectile hazards fraimsting pressure vessels is displayed in Fig. 3-12.
Data available are either from actual plant acdslem a large scale or from small-scale testing Th
analysis shows among other findings that 80 % bW@ésel ruptures resulting from fires lead to
missiles, that non-fire ruptures have an increamadber of fragments, that spherical vessels produce
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more fragments than cylindrical vessels, or thateahd tubs of vessels travel further than othezgyp
of fragments. There is also the observed tendehoyssiles to export fire [Leslie 1991].
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0 10 20 30 40 S0 60 70 80 90 100
Percentage of Missiles Travelling Less Than D

Fig. 3-12: Projectiles travelling after catastrappressure vessel failure
+: experimental data; case studies, from [Lesli&1]9

3.2.2. Interaction of Blast Wave with Structure andStructural Response

The effects from an explosion, which have an impacstructures, are pressure changes (blast wave)
and air movement (“explosion wind”) as well as thal radiation and flying missiles. Only a third of
the chemical explosion energy is involved in theagation of the detonation blast wave; the other tw
thirds are released much slower during the substanixing and burning of the detonation products
with the air [FEMA 2003]. In general, structurabpenses are highly dynamic, highly inelastic, and
highly interactive. The mechanical effect of a blasve is determined by the overpressure and the
duration of the positive phase.

3.2.2.1. Interaction of Blast Wave with Structure

The blast parameters are dependent on the distagteeeen structure and blast centre. At close
distances, the target is exposed to a high-intems#ssure load over a localized region; at greater
distances, the load is reduced, but covers a lawg#ace area. The diagram in Fig. 3-13 describhes t
pressure load on a rectangular structure.
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Fig. 3-13: Simplified blast loading diagram on ateegular building [Benteftifa 1995]

The dynamic interaction of a blast wave with theiure depends on the pressure-time history, i.e.,
rise time and duration of positive phase and peaggure or the impulse (which is the time integfal
the pressure). Two phases are distinguished:

1. The initial “diffraction loading”

Diffraction loading is given by forces resultingifn direct and reflected pressures during the
initial phase. Reflection of the pressure wavehat front side amplifies the incident peak
pressure with a normally reflected wave to repressam upper limit. Also density and
temperature of the reflected wave are increasedpamed to the incident wave. The flow
around the obstacle determines the further prestewrelopment at the front and at the back
side. The net horizontal loading is that on thetfrminus that on the back face. The reflection
coefficient, i.e., the ratio between reflected ancdent overpressure, is dependent on the
blast wave type (pressure or shock wave), its @itgnand on the incident angle. For a
pressure wave, this coefficient can have a valum @bout 3 depending on the incident angle
(the more usual case will have an oblique inciderfeer a shock wave, it can be in the range
of 2 to 8 and even higher for explosives (see Bid4). Dynamic loads of fast transient
pressures are imposed, if the combustion energphismogeneously distributed, and are
specific to the structure geometry.
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Fig. 3-14: Reflected pressure coefficient as atfonaf the incidence angle, from [FEMA 2003]
(100 psi = 2.26 MPa)

2. The “drag loading”

After the diffraction phase is completed, the gt is subjected to a “stagnation pressure”.
The distance of the incident wave when interactiiify the structure, causes major pressure
differences developing from the edges of the ainectResulting from this rarefaction wave,
pressures decrease. During this so-called dragepka®ng transient winds (explosion wind)
with flow velocities of several 100 m/s are effeeti Drag forces will particularly have an
impact on smaller structures such as pipe workdldwvaation during vapour cloud explosions
may be long enough to be comparable with the teqeired for the dynamic response time of
the structure. In case of large structures, thefaation from the edges is insignificant.

Confined Areas

In a confined or partially obstructed area, an esipin will create a structure loading, where two
phases can be distinguished, the reflected blaslirig followed by the gas loading phase. When the
pressure wave hits the (rigid) wall, gases are dirbto a rest and the wave is reflected. At normal
incidence, the reflected shock wave further cong@gedhe burnt gases increasing the pressure by
about a factor of 2.3. The mixture of reflectedsgige waves and deflected air flows are the re$ult
reverberation of the initial high-pressure, shanatdion reflected wave with the amplitude decaying
with each reflection until eventually pressure Isvaut at gas pressure loading. The latter phats la
longer, the less venting is available. The more mgler the structure, the more difficult is the
prediction of the critical conditions for mechanitalure for a given load history.
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Fig. 3-16: Theoretical detonation temperature aordhally reflected detonation temperature

for hydrogen-air mixtures [IAEA 1990]

For a vented volume or a volume with weak surfagesting formula [NFPA 2002], [CEN 2004] may
be a tool in order to predict the pressure appliedase of a detonation, the loading may be divide
two parts [USACE 1990]: a shock pressure and atanhkad.
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3.2.2.2. Methods to Determine Structural Responses

Forces acting on a structure will lead to a defaionato an extend which depends on the material
properties and structure composition. For a statiqquasi-static load, i.e., a constant or slowly
changing load like from a simple deflagration, illvbe in equilibrium with the internal forces
resulting in a deformation of the structure. Falymamic load, i.e., a fast load transient, howeser,
“dynamic” contribution from inertia forces will adid the equilibrium, which can show positive or
negative acceleration, i.e., mass and stiffneshef®tructure will play a major role. The load fram
gas explosion is considered a dynamic load duts tshiort overpressure duration, which is typicaily
the range of 100 - 200 ms. Detonations tend totexbtie high natural frequencies of a building,
whereas deflagrations are more effective for theelofrequencies. It appears to be technically more
difficult to design a building against both explmsimodes rather than only one.

Methods used in order to determine structural nesp@nd resistance belong to three main categories:
» empirical methods that are widely used in risk sssent and that are mainly based on
pressure peak values or P-I diagrams;
* analytical methods
e numerical methods that can be handled with the béla CFD code coupled with a finite
element method;

a) Empirical Methods

Methods Based on Pressure Peak Values

An empirical and very global approach of deternmgnitne strength of structures is to relate
overpressures to the degree of observed damagevaiyi useful and easy handling method is widely
used. The relationship between pressure and daméjeh is derived from TNT explosions, cannot
satisfactorily be transferred to vapour cloud esjans. The pressure decay from a TNT explosion is
much faster than from a vapour cloud explosion. fitlgl impulse and the suction effect due to the
below-atmospheric pressure phase will certainlyltés a different damage pattern. Thus damage
criteria such as those derived by Schardin (see Fitj7) from TNT explosions are not directly
applicable [Giesbrecht 1988].
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Fig. 3-17: Schardin destruction curves for detammatiaves, from [Giesbrecht 1988]
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Many pressure criteria were defined in the pasiteel to various structures and specific components,
however, varying over a large uncertainty rangeodgh classification is given in Table 3-1.

Table 3-1: Damage classification, from [TNO 1992]
Zone Damage level Overpressure of incident blast wa [kPa]

A Total destruction > 83

B Heavy damage >35
C Moderate damage >17
D Minor damage > 35

A pressure peak for domino effect really usefulriek assessment may also be defined at a value of
20 kPa [MEDD 2004].

Methods based on P-I diagrams

Another global approach may couple pressure pedék wipulse. The impulse, i.e., the pressure —
negative and positive — integrated over time, iseasure for the explosion energy (Fig. 3-18), which
also varies in time and space over the exposedtstaisurface. Damage to the structure resulting
from a blast wave may be subdivided into direce&f and what is named “progressive collapse”, a
kind of secondary failure following the change bétload pattern on a structure due to the direct
effects. Features of a P-I diagram are the asyeptiot P and | direction and the monotonic relation
between P and I, which suggests a subdivision timtee regimes: impulse-controlled, peak load-

controlled, and an intermediate dynamic stage [02Z. P-I diagrams are being widely used in

damage assessments not only for structural dantagealso for predicting blast-induced human

injuries. They are providing useful information e vulnerability of targets.
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Fig. 3-18: Transient behaviour of impulse, from Nk 2003]

Damage levels can also be visualized in pressupedsa diagrams, where different regions can be
defined by iso-lines. An example is given in Figl® showing the experimental results for the
observed damage in per cent, after different tygfeBouses were exposed to a certain explosion
(pressure/impulse) load [TNO 1992]. Important floe damage effect of a short-term load (= shock



22

wave) is only the impulse, whereas it is the maxmaverpressure for that of the longer-term load (=
pressure wave). The solid lines in the figure iaticthe lower boundaries for light damages, for
severe damages, and for collapsing structuresedidises investigated.
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Fig. 3-19: Pressure-impulse diagram with experimettdamage values for different types of houses,
from [Mercx 1991]

The estimation of the level of damage is usuallypeddaking either fixed-limits methods or the
PROBIT method. In a fixed-limits method, the hazbrdel is compared to fixed limits like IDLH
(Immediately Dangerous to Life or Health) valuegpogssure thresholds, as given in the literatare. |
is a simple method, but may lead to wrong conchsio transient hazards. In such cases, the
PROBIT method is the more appropriate one. Fitsazard load, L, is estimated, which could be the
overpressure in an explosion or the integratedhibeflux at a certain location. Then the PROBIT or
probability unit, y, is given by y =1kt k:*In L, which can be related to a certain probapibf death,
injury, or damage. kand k are empirical parameters, which are specific 1., ¢oxic chemicals or
fire and explosion effects and can taken also frieenliterature [CSChE 2004]. For the assessment of
the probability to obtain a certain level of damagecalled probit functions have been introduasd a
suitable damage criteria have been defined [TNQ]L99

Computer simulation techniques have been develdpe@&RI International, USA, for analyzing
hydrogen explosions and the subsequent resporstriofures and humans. The thermodynamic code
TIGER is used to calculate explosion pressuresexpdnsion characteristics, which are input to the
DYNA3D model to determine the impact on structur&ssimplification of the blast load damage
analysis has led to the development of the pressyelse (PI) methodology which is based on the
observation that for a broad range of structutes final damage state depends on peak pressure (P)
and total impulse intensity () only. This methaoolgy allows for a quick and easy evaluation of
accident scenarios by employing a continuously grgwibrary of pressure-impulse load and damage
curves that are based on either experimental datangputer simulations [Sanai 1996].
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b) Analytical Methods

A structure can be schematically represented lyst&is of masses coupled with springs or dampers.
For the static case, if linear-elastic or non-linelastic forces are acting, displacements of theses
become zero again, when the load disappears. e oésplastic or elasto-plastic behaviour,
displacement is zero or very small, until the maximload is reached. Under a static load, the
structure will then fail; under dynamic load, it ynaetain a residual displacement. In general,
structures must be designed to react elasticaltleutypical loads like wind. Plastic displacement
must be limited to abnormal load conditions. Theximam displacement depends on load duration,
tp, and the natural frequency of the structure, T.I6w /T ratios, the displacement is smaller than
for static loads. For large/T ratios, the displacement can be larger than wstddic load conditions.
Other important parameters are the static streagththe ductility. Load schemes are distinguished
between a step function for a long-duration pressuave and an impulse load for a short-impact
shock wave.

Detonations tend to excite the high natural fregie=mnof a building, whereas deflagrations are more
effective for the lower frequencies. It appeardé&otechnically more difficult to design a building
against both explosion modes rather than only étevever for hydrogen explosions experience
proves that detonations or strong deflagrationst imeipreferred.

Several analytical procedures may be distinguishidtey have to be coupled with structural
engineering calculations. Still these methods iyl to lead to very conservative structural dasig
and are rather suitable for hand calculations.

A comparison between detonations of explosives laadt waves resulting from nuclear weapon

explosions, characterized by quasi-static pressuesto a longer impulse time shows that, assuming
the same damage, the detonation pressure or thsupeeresistance of an object is much higher than
the resistance against a blast wave from nuclesis ffoertner 1975]. The pressure resistance
behaviour of a building under detonative dynamid guoasi-static loading derived from numerous

detonative explosion studies can be summarized ienapirical equation for the quasi-static reference
overpressure of the building:p

ps = 0.150p%°

where p is the perpendicularly reflected overpressure har pressure resistance of the building
subjected to a detonation. If the TNT equivalestdarived from the damage of some of the severe
accidents, is interpreted as the incident pressiaee in the order of 70 kPa, resulting from a
deflagration, the respective quasi-static presauandd be with g = 22 kPa much smaller.

Dynamic Load Factor DLF

The analytical procedure is usually simplified byréducing a so-called dynamic load factor (DLF),

which is defined as the ratio of maximum dynamispticement over static displacement. It

transforms a dynamic peak load into a static lo#t the same effect on the structure. The DLF is
dependent on the dynamic load time and the nafteqliencies of the structure. For long explosion
times and in case of an idealized triangle-shapediswave load, the DLF approaches its boundary
limit of 2 [MEDD 1994].

Sngle Degree-of-Freedom Model SDOF

In a simple method, a static working load is asglirte simulate the effects of blast loads onto
structures. This conservative approach, howevenatgpredict structure performance and seems to be
not optimal for transient blast loads. An improvemef modelling is given with the quasi-static
methods which specify a triangular pressure putgedetermine the dynamic structural capacity as a
function of the material strengths of the structdree structural response can be found by using the
charts. Single degree-of-freedom (SDOF) models yarakritical components in terms of their
structural resistance and predict the responskeo$tructure which then determines the damage level
[USACE 1990].
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¢) Numerical Methods

More information is obtained from multi-degree-oéddom (MDOF) models, sophisticated CFD
models with the possibility to consider flame prga@on and pressure profiles also from local
explosions. Dynamic finite-element analyses withldosuch as ADINA, LS-DYNA, AUTODYN,
ABAQUS Explicit may provide the best judgement dmether or not a structure is able to withstand a
blast wave.

However, one must be very careful when using sattwehich is still under development and
which is still not fully validated to industrial pjications. Numerical methods are also usually
very sensitive to parameters and calculation gnahges.

3.2.3. Heat Radiation

There exists an extensive published literaturelamé radiation from hydrocarbon flames and pool
fires (see, for example, [De Ris 1979; Tien 1982ydisin 1984; Faeth 1985; Viskanta 1987]).
However, there is a limited number of studies odrbgen flame radiation, particularly on large scale

Thermal radiation is a primary mode of heat trandRadiation is the dominant mechanism of heat
transfer in large fires involving hydrocarbons, guoing intermediate unstable radicals (e.g., O, H,
OH, N, etc.) and stable non-luminous gaseous cotianuproducts (Cg CO, HO, NO, etc.) and
soot particulates.

The contribution to the radiative transfer in flanean be regarded as due to luminous and non-
luminous radiation. Non-luminous flame radiatioigorates from transitions in the molecular energy
levels due to the absorption or emission of photBigcrete absorption-emission lines of radiatios a
produced in the infrared spectrum as a result arisitions between quantised electronic states for
monatomic gases. Energy released by the gaseousustion products results from the transitions
between the vibrational and rotational energy kewélthe molecules of gas species, particularly, CO
H,0, CO, etc., producing non-luminous radiation coicged in spectral lines. These gases do not
scatter radiation significantly but they are streetpctive absorbers and emitters of radiant energy

In practical engineering systems, where pressutleganmetric scales are large, pressure broadening
of spectral lines cause them to overlap with eahbrp The resulting radiation is thus concentréted
gaseous absorption bands in infrared spectrum peatlby various types of transitions between the
molecular energy states, particularly the vibralemtational states. In luminous flames a contmuu
radiation in the visible and infrared is also eadtby the unburnt carbon particulates called Suwait t
contribute greatly to the luminosity of the flames.

The actual quantity and distribution of combustoducts and/or soot produced in fires depend on
the type and configuration of fuel and local suppiyoxygen. In contrast to hydrocarbon fuels, the
hydrogen burns more cleanly in air, producing namihous, almost invisible, pale blue flame due to
spectral water vapour bands.

In order to understand thermal radiation hazaros fhydrogen flames, it is crucial to understand the
relative assessment of the physical properties @mbustion characteristics of hydrogen and
hydrocarbon flames. Table 3-2 provides comparisbithe physical properties of hydrogen with
hydrocarbon methane.



25

Table 3-2: Physical properties of hydrogen and areth

Hydrogen Methane

Auto-ignition temperature 520°C 630°C
Heat of combustion (lower heating value) 119.9 MJ/kg 50.1 MJ/kg

(upper heating \&lu 141.9 MJ/kg 55.6 MJ/kg
Lower flammable limit (in air) 4.0 vol% 5.3 vol%
Upper flammable limit (in air) 75.0 vol% 15 vol%
Stoichiometric mixture (in air) 29.5 vol% 9.5 %l
Density (@ 20°C, 100kPa) 0.08988 kd/m 0.71 kg/m
Diffusivity (@ 20°C, 100kPa) 0.61 s 0.16 crfis
Viscosity (@ 20°C, 100kPa) 8.814 yPa-s 11.023 §1Pa-
Flame temperature (in air) 2045°C 1875°C
Minimum ignition energy (in air) 0.017 mJ 0.274 mJ

3.2.3.1. Flammability and Combustion Charactesstic

Hydrogen has a much wider range of flammabilitgiin(4% to 75% by volume) than methane (5% to
17% by volume), propane, or gasoline, and the mimmgnition energy (for a stoichiometric
mixture) is about an order of magnitude lower (ifili®at of methane). In many accidental situations
the lower flammable limit (LFL) is more importarithe LFL for hydrogen is similar to that of
methane, about twice that of propane, and four gitet of gasoline. In addition, the minimum
ignition energy for hydrogen at the LFL is also #amto that of methane.

Hydrogen-air mixture can burn either as a jet flamhe fixed point, with combustion taking place
along the edges of the jet where it mixes withisigfit air. In a stationary mixture in the openhwito
confinement a flammable hydrogen mixture will urgteslow deflagration. Deflagration refers to a
flame that relies on heat- and mass-transfer mésingrto combust and move into areas of unburned
fuel. If the flame speed is accelerated, perhagstdextreme initial turbulence or turbulence iretiic

by obstacles or confinement, the result is an espio In the extreme case the flame speed becomes
supersonic and results in detonation. Once indiadetonation is self-sustaining (no further tuemae

or confinement is required) as long as the combgstiixture is within the detonable range.

The heat of combustion of hydrogen per unit weightigher than any other material, but hydrogen
has a relatively low heat of combustion per uniuxte. Thus the combustion of a given volume of
hydrogen will release less energy than the saman@lof either natural gas or gasoline.

3.2.3.2. Radiation Characteristics

In contrast to other hydrocarbon fuels, a hydroflame radiates significantly less infrared (IR)
radiation (heat) and virtually no visible radiatifiight). As a result, hydrogen burns with a pdieeb
almost invisible flame that is almost visually impeptible in artificial light or daylight.

However, in contrast to hydrocarbon flames, hydnoflame also emits some limited amount of
radiation in the ultraviolet (UV) region around 180300 nm, which is exploited by UV detectors to
detect hydrogen flame. Most UV detectors are matdaune to solar sensitivity by using a sensing
device only sensitive to the UV radiation below tB@0-nm range. The lower radiation from a
hydrogen flame makes the flame itself hotter thamydrocarbon flame, and objects engulfed by a
hydrogen flame tend to heat faster. However, tinetaradiation of heat from the flame means that
less heat is radiated to objects or people outhiglflame.

The consequence of the almost invisible hydrogamd! is that the human physical perception of the
heat from a hydrogen fire does not occur untilaimntact with the combustion gases. This problem
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is often resolved by throwing a dry fire extingwgsior dust into the air that will cause the flarme t
emit visible radiation.

3.2.3.3. Radiation Emissions from Intermediate Baldiand Atoms in Hydrogen Flames

The combustion chemistry of hydrogen flame gives tb H, O and N atoms, and OH radicals, which
emit specific peaks at specific wave lengths. Tygcal emission spectrum of the laser-induced
plasma spectroscopy (LIPS) formed in hydrogentamé in the infrared region is shown in Fig. 3-20,
and their wavelengths are listed in Table 3-3. LIBS promising method that enables spatially
resolved elemental analysis of various chemicalcisgebased on their atomic emissions. The
spectrometer was set to be centred at a wavel@f@20 nm so that atomic emissions of hydrogen H,
nitrogen N, oxygen O, and tungsten W could be afesksimultaneously. The continuum spectrum is
also observed with the emission lines, which isniyadue to the recombination of ions with free

electrons.

Table 3-3: Wavelength of each emission line [It60D)]

Element Wavelength [nm]
H 656.3
N 742.4, 744.3, 746.9, 818.5, 818.8, 821.6, 82823,2
0] 777.2,777.4,777.5, 844.6
0
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Fig. 3-20: A typical spectrum of laser inducedspta spectroscopy (LIPS) in a hydrogen-air flame
for wavelength range of 550-900 nm, from [ltoh 2D01

More recently, Choudhuri and Gollahalli [Choudh@(04] have used laser-induced fluorescence
(LIFS) technique for measurements of H atom ne&rr@h (2s— 3p) O atom near 845 nm (3S),
and OH hydroxyl radical in the UV region near 316.n

The OH radical is one of the important intermediatethe combustion reaction mechanism, which is
a reliable indicator of the flame zone, flow sturetand flame temperature near stoichiometry. Here
the flame temperature was determined by measuthey rotational energy distribution of the OH
radical at the excitation of (1,0) band of’(& — X2 ) system. Please note that it is not possible to
avoid interference of the photolytic production @f atom at the wavelength of 845 nm with the
adjacent NO excitation band (1,1) of’(A — X? ) system. Here the symbols s, p, d stand for the
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atomic orbitals anc, N, A stand for the molecular orbitals. Maximum statestiuncertainties in
measurements were estimated to be 20-30 K in thpdmture range.

3.2.3.4. Radiation Emissions from Water Vapour Band

The hydrogen-air flame emit infrared (heat) radiatinainly due to water vapour bands in the | in®
wavelength region. The contribution of atoms andic@ls to heat radiation in hydrogen flame is
negligible. However, as mentioned earlier, OH radéffects the maximum temperature of the flame.

Figure 3-21 shows the comparison of the predictedl rmeasured radial temperature distribution of
H,-air flame for different degrees of dilution by nal gas (NG), the dilution ranging between 0 and
100%. The measured values shown in Fig. 3-21(ag¢ baen derived from OH fluorescence signals,
and the predicted values shown in Fig. 3-21(b) Hmen computed using detailed chemical kinetics.
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Fig. 3-21: Radial temperature distribution at teamburner region, from [Choudhuri 2004]
(a) spectrally derived from OH measurements (b)maed using detailed chemical kinetics

It can be seen from the figure that the peak teaipex of the 100% hydrogen-air flame is 2320K and
that of the 100% NG-air flame is 1600K. The loweak temperature of the NG flame is attributed to
the higher heat losses both in the form of bandedlnminous radiation from CQand continuous
luminous radiation from solid soot particulatesjahhare absent in the,kir flame. Both flames have
heat losses from banded non-luminous radiation firtb@. The computed stoichiometric temperature
contours using the detailed chemical kinetics sa@imilar trend for the different mixture conditgn

Compared to experimental results, predicted tentpers are higher and steeper in shape for all
mixture conditions.

Liu et al [Liu 2004] have considered Gugn, 2.7um, 1.87um, and 1.38um infrared bands of water
vapour to calculate frequency distributions of atisle source terms. Due to different band intensity
parameters and temperature for each band, the dyisatien of frequency distributions in each band
is different. The symmetrisation of frequency digitions for the radiative source term at g and
2.7um bands is better than at 18N and 1.38im bands.
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3.2.3.5. Effect of Turbulence on Flame Radiation

Flame radiation intensities or fluxes are often patad from mean properties (e.g., mean emissivity,
mean flame temperature). However, Cox [Cox 1978]dteown that neglecting turbulent fluctuations
could cause significant error in flame radiatioteisities, which is due to non-linear nature of
radiation properties. Assuming a grey gas, the madiation intensity can be represented as:

| = 1+6 2 |+ = |+...[:A=T?,B=4¢T'
T T?) €T

| =9PET" henl A |5 04
JT T2

whereg is the Stefan Boltzman constagtis the geometrical view factag,is the grey gas emissivity
of flame, T is the flame temperature, and | isftame intensity.

While this result suggests a strong effect of tlebce on radiation properties, the grey gas
approximation is not very appropriate for turbuliames. However, Faeth et al [Faeth 1985] have
shown that the use of mean properties, in conjanatiith existing narrow band models, provide an
adequate framework for estimating flame radiatiobdth non-luminous and luminous flames. Fig. 3-
22 shows the comparison of the predicted specadihtion intensities by the mean and stochastic
property methods with measurements, in the [irbwavelength range, for a turbulent hydrogen/air
flame. The stochastic method is based on the agmmthat the turbulent flow field consists of many
eddies and that the properties of each eddy afermmiand statistically independent of one another.
The figure shows that for hydrogen/air flames, @fef turbulent fluctuations are large, with ascmu
as 2:1 difference between mean and stochastic pyopeedictions. Faeth et al [Faeth 1985] have
argued that this is because radiation propertidsydfogen/air diffusion flames vary rapidly neae th
stoichiometric condition.
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Fig. 3-22: Spectral radiation intensities of hydgnfir diffusion flame at NTP

3.2.3.6. Radiation Transfer Calculation Methods

The theory of thermal radiation is very complex amdexact solution, even for reasonably simple
situations, is generally impossible. The combusporducts and soot, acting as participating media,
add further complexity to the situation. Therefoee,wide range of calculation methods and
mathematical models with varying levels of compig®ind accuracy have been developed.

A number of radiation solution methods exist foivew the equation governing the transfer of
thermal radiatiofiSiegel 1981]. The methods differ in complexity aacturacy of the calculation of
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view factors and economy of the solution algoritifhe most commonly used radiation solution
methods and their key features are summarised below

Zonal or View Factor Calculation Method

This popular method has been widely used by enginte estimate the radiative transfer in the
absence of detailed knowledge of participating medihe walls and interior of the enclosure are
divided into zones of finite size. View factors adefined which are measures of the radiation
exchange occurring between pairs of zones. Thisgoiure results in n simultaneous equations for
each of the n zones and leads to a system wiftxammatrix. This method is very accurate but its
main drawback is that the view factor, for eachrgetwy, must be worked in advance and for complex
geometries the view factors are not available [&ldt®58].

Statistical or Monte-Carlo Method

The purely statistical methods, such as the MomtdeOmethod, usually yield radiation heat transfer
predictions as accurate as the exact method. Thae single Monte-Carlo method because there are
many different statistical approaches.

The simplest Monte-Carlo method is based on siimgaa finite number of photons (discretised

energy bundles) histories through the use of aamndumber generator. For each photon, random
numbers are generated and used to sample appeopriatability distributions for scattering angles

and path lengths between collisions. As the nundbgshotons initiated from each surface and/or
volume element increases, this method is expectambiverge to the exact solution of a problem.
Thus, this statistical method is numerically pregisovided the number of photons is large and the
random number generator of the computer good enough

Furthermore, in contrast to the zonal method, tlomtg-Carlo method does also not suffer from the
calculation of view factors in advance becausevie# factors are automatically calculated as the
randomly chosen energy release bundles are trattkedigh the enclosure containing the fire.
However, since the directions of photons are obthiirom a random number generator of the
computer used, the method is always subjectedtstital errors and lack of guaranteed convergence
but this would improve as the next generation ahgoters (with more powerful random number
generators) become more readily available [Hotvefi4].

The Flux (or Multi-Flux) Method

The radiation intensity is a function of the looati the direction of propagation of radiation arid o
wavelength. Usually the angular dependence of thensity complicates the problem since all
possible directions must be taken into accounts,lttherefore desirable to separate the angular
(directional) dependence of the radiation intenditym its spatial dependence to simplify the
governing radiation transfer equation (RTE). Ifsitassumed that the intensity is uniform on given
intervals of the solid angle, then the RTE can igaificantly simplified as the integro-differential
RTE would be reduced to a series of coupled lidéerential equations in terms of average radratio
intensities or fluxes. This procedure yields thefinethods. By changing the number of solid angles
over which radiative intensity is assumed constamg, can obtain different flux methods, such as two
flux for one-dimensional geometry, four-flux for avdimensional geometry or six-flux methods for
three-dimensional geometry. The accuracy of fluxhods will increase by increasing the number of
fluxes. The six-flux methods have been reasonaltgessful for fire spread and smoke movement
inside compartmenf{&umar 1989; Kumar 1991]. They are not suitable geedicting flame spread
over surfaces or flames projecting outside openinmgpere finer discretisation of the solid anglentha
offered by the six-flux method would be necess&ggman 1973].
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The Discrete Ordinate Method

The discrete-ordinate method [e.g., Chandraseki$&0,1Lockwood 1978, Fiveland 1982] was
originally suggested by [Chandrasekhar 1950] farogfysical problems. It is derived by applying
discrete-ordinate approximation to the RTE throdigtretising the entire solid angl@ €& 4m) using a
finite number of ordinate directions and correspogdactors. A simpler version of the method ials
called f-approximation because it is obtained by dividihg spherical space into N equal solid
angles. More accuratgi@pproximations of the N discrete ordinates ara@iobd by using Gaussian
or Lobatto quadratures and choosing N discretaegabf the direction cosing€s, n,, MU, such that
they satisfy the identit§,? + n.> + pu.> =1.The {-approximation has been used successfully for two-
dimensional cylindrical and rectangular radiativensfer problems with combustion chamber
applications, where reasonably accurate resulte vedtained in comparison to exact solutions
[Fiveland 1982; Fiveland 1984]. However, the methaflers from the so called “ray effects”, causing
anomalies in the scalar flux distribution [Lathrb®68; Lathrop1971]. The ray effects are particylarl
more pronounced when there are localised radiasiomrces in the medium (e.g., flame in an
enclosure) and radiation is less important in caispa to absorption. Clearly, as scattering inaeas
and radiation field becomes more isotropic, thegobee less noticeable. However, with increasing
scattering and/or optical thickness, the convergeate may become slow [Lewis 1984].

The Discrete Transfer Method

The discrete transfer method is a mixture of thentdeCarlo, zone and flux methoflsockwood
1981]. Similar to the zone method, the enclosurdiv&ed into cells and equation is analytically
integrated along rays in each cell, but the methaduch faster and the calculation of the viewdest

is an inherent feature of the procedure. The ombwback of the method is that to obtain ray-
insensitive solution the method may require morngs rthan affordable on economy grounds for
practical problemBCumber 2000].

3.2.3.7. Gas Property Models for Participating Med

The radiative properties (absorption and scattedogfficients) of the combustion products and
enclosure wall emittance are required for the modgl In an enclosure fire, the gas radiative
properties vary considerably from the comparatitedysparent entrained air close to the floor # th
highly emissive, luminous flames of fire sourced &me optically dense ceiling smoke layer. Various
models are available to predict the gas radiatrepgrties.

The participating media models (see, for examaleen 1982]) currently available for characterizing
the flaming and smouldering fires and the resuliiognbustion products differ in their generality,
sophistication, accuracy and computational costyTdre assessed in terms of their ability to ptedic
radiative heat transfer from one-dimensional, ided representations of the internal structure of
buoyant and jet fires.

Exact results can be obtained by line-by-line daliens of spectral absorption-emission lines of
molecular gases. However, such calculations aréuluge the study of radiative transfer in the
atmosphere but are not practical for most engingesipplications, and are therefore not discussed
here. Narrow-band and wide-band models construcbed the spectral lines, and on a simpler level,
the grey gas representation of the molecular gpctian be considered. The simplest treatment for
the case of enclosure fire is to consider the galseta grey gas of prescribed constant absorption
coefficient.
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Narrow Band Model

A well known narrow band model is that proposed3drgsshandler and Modak [Grosshandler 1981],
which is based on the statistical mobglGoody [Goody 1964] for tri-atomic molecules welual
line strengths within each narrow band region, aitd homogeneous effects accounted for through
the Curtis-Godson approximation which employs $léaverages along a line-of-sight. For hydrogen
flame, the five gas bands of the® the main combustion products in the infraredae@l-6m) are
considered which are 1.14n, 1.38um, 1.87um, 2.7um and 6.3um. For flames involving mixtures
of hydrogen and hydrocarbon (e.g., hydrogen flaihgedl by CH), band overlap is also taken into
account for multiple bands and mixture of £8,0, CO and Chlgases, particularly for 4,3m of
CO,, 2.3um and 3.3um of CH,, and 4.7um of CO.

Wide Band Model

Edward and Balakrishnan [Edwards 1973] developegpectral version of exponential wide band

model, which is based on the fact that the absmr@ind emission of radiation by a molecular gas is
concentrated in between one and six vibrationaldbaiWithin these bands, the spectral lines
associated with rotational modes of energy storage reordered in wave number space with
exponentially decreasing line intensities movingnir the band head. The band shape is then
approximated by one of the three simple exponefitiattions, with radiative properties of each

absorption band obtained from specified model patars.

Grosshandler’s Total Transmittance, Non-Homogen€édublH) Model

The total transmittance, non-homogeneous (TTNH)ehfmt CG, and HO mixture is based on total
transmittance data for homogeneous systems, widttdfe pressure-path lengths and temperatures
for non-homogeneous systems taken as gas condemérateighted averages along a line-of-sight
[Grosshandler 1980].

Mixed Gray Gas Model

The most popular mixed grey gas model for modeltinghbustion products (including soot) from
fires is that proposed by Truelove [Truelove 19%#jjch is based on representing the banded spectra
of CG, and HO as a mixture of clear and grey gases. The tatittance of the combined emissions
of the CQ and HO vapours was obtained by Truelove by fitting thectral data of the gases as grey
gas mixture of one clear and three grey gases.

Banded Mixed Gray Gas Model

Truelove’s mixed grey gas model, employing one rckead three grey gas representations, can be
written in a banded form where, for a given mogecirum, the grey gas weightings are determined
as the fractional amount of black body energy i@ $pectral regions where “grey gas absorption
coefficients” exist [Modest 1991]. Recently, Cumlaed Fairweather [Cumber 1999] have improved

the method by incorporating CO and Céiissions. Expressing total absorptivity and eivitgsof a

gas in terms of the weighted-sum of grey gasesise&ul, especially for the zonal method of analysis

of radiative transfer.
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3.2.4. Physiological Impact

3.2.4.1. Jet Impact from High-Momentum Releases
potential knowledge gap - intentionally left blank
3.2.4.2. Damage by Low Temperature Releases

Skin contact with liquid hydrogen or cold hydroggas may cause severe cold burns, comparable with
those caused by boiling water. Unprotected skin rfiagze onto surfaces cooled by the liquid,
causing severe damage on removal.

Prolonged skin exposure to cold hydrogen may rdauftostbite. A symptom is local pain which
usually gives warning of freezing but sometimespam is felt or it is short-lived. Frozen tissuge a
painless and appear waxy, with a pale whitish ¢dioyesh colour. Thawing of the frozen tissue can
cause intense pain. Shock may also occur.

The eyes are particularly susceptible — even ssmddishes of liquid hydrogen, or short exposures to
cold vapour or gas, may cause instant freezingyetissues and permanent damage.

Transient exposure to very cold gas produces difsmorm breathing and can provoke an attack of
asthma in susceptible people. Prolonged inhalationold vapour or gas may cause serious lung
damage. Prolonged exposure of the entire bodyltbaam result in hypothermia.

3.2.4.3 Asphyxiation by hydrogen

Hydrogen is not poisonous, but as with any gasejetxaxygen) a risk of asphyxiation exists mainly in
confined areas as a result of oxygen depletionnidbir contains around 20.8 % of oxygen, by
volume. Besides the dilution by mixing with othersgs, oxygen may be consumed in combustion of
hydrogen or other burning gases and may be deplétedondensation on very cold surfaces like
liquid hydrogen pools. Thus diluting the oxygenuraktric content below 19.5 % will cause effects
on human beings.

Alarm levels are generally set at 19 % oxygen. Thikess than 2 % below normal levels, so it is
important that sensors are precise and stablederdo avoid false alarms. The different stages of
asphyxiation at ground level are related to theaiaing oxygen concentration as shown in the
following Table 3-4.

Table 3-4: Asphyxia — Effect of {fzoncentration, from [NASA 1997],
partially accomplished and synchronized with [DNQ02] data

O, [vol %] Effects and Symptoms
19-21 No discernible symptoms can be detected éyntividual.
15-19 Reduction of physical and intellectual parfance without the sufferer

being aware. Early symptoms in persons with h&arg, or circulatory
problems may be induced.

12-15 Deeper respiration, faster pulse, poor coaitiin
10-12 Headaches, giddiness, poor judgement, sliphik lips.
Risk of death below 11 vol %, tolerance time 30 min
8-10 Nausea, vomiting, unconsciousness, pale faoeting within a few
minutes without prior warning, mental failure, t@ace time 5 min
6-8 Fainting occurs after approximately 3 min. [beiat8 min; 50 % death

and 50 % recovery with treatment in 6 min, 100 %overy with
treatment in 4 to 5 min.

3-6 Coma in 40 s, respiration ceases, death orgram brain damage
even if rescued
0-3 Death within 45 s




3.2.4.4 Pressure effects from explosions

Direct Blast Effects
These direct effects, also called primary effeats, caused by the dynamic pressure waves. Although
the human body is able to adapt to slow pressuaagds (diving, high altitudes, etc.) the dynamic
changes in a blast front may cause severe damagseTorgans where large differences in densities
are encountered, like the lung or the inner earparticularly vulnerable. Ear damage is not legqutiin
death, but due to the ears’ high sensitivity itoffen used as an indicator for an exposure. Lung
damage is depending on a combination of peak oesspre Pand on the pulse duratiof(Fig. 3-23).
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Fig. 3-23: Simplified relationship between positingulse and time of the overpressure peak

Similar as for the structural effects thresholditénfor ear and lung damage are displayed in pressu
impulse diagrams (Fig. 3-24).
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Fig. 3-24: Threshold data, from [Baker 1983, NASIOT],
and gaseous detonation data, from [Dorofeev 1995]
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However, as impulse and pressure are correlatediabrdinates pressure and pulse duration provide a
clearer and decoupled view. The transformed datgiaen in Figure 3-25.
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Fig. 3-25: Threshold data converted to pressure ioyaulse duration

Not only for the general mixing and detonationiatibn but also for the physiological effects the
spatial confinement is a very important factor. &ally one has to expect an increased immediate and
late mortality in closed space blast scenarios @vagpto open-air explosions [Kluger 2003], [Kaiser
2002]. However, usually only little mortality is €uo these primary effects compared to the more
severe combination of indirect blast effects, likissiles, body translation and associated impadt an
heat effects.

Indirect Blast Effects

Indirect blast effects include secondary effediesé are generated by missiles (e.g. accelerated pa
of the pressure vessel, parts of the building, sglatc.) and tertiary effects linked to the body
translation. Especially the impact, the deceleratithen hitting a wall or any other a solid struetur
can cause skull fractures with traumatic conseceereven death. With a simplified model the body
displacement caused by the blast may be calcutatdda lethality threshold may be attributed to the
resulting velocities, see [Baker 1983]. See Fig3ext and 3-25 with the skull fracture as the
representative indirect blast effect.

3.2.4.5 Thermal effects from fires

These effects are also called quaternary effectsicBIly there are two phenomena linked with
hydrogen fires which could harm human beings: e&xlaair temperature and heat radiation.
Depending on the scenario only one of both or tal@ combination has to be considered.

Elevated Air Temperature Effect

Below 70°C no severe effect has to be expectedvdgat 70°C and 150°C the time to incapacitation
may be 94 minutes and 6 minutes, respectively [TI902]. Fig. 3-26 shows a plot of the empiric
dependency.
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Fig. 3-26: Time to incapacitation as a functioritaf air temperature [TNO 1992]

Other physiological responses are summarized ifotleving Table 3-5.

Table 3-5: Elevated air temperature effects

Temperature Effects and Symptoms
[°C]
127 Difficult breathing
140 Tolerance time 5 min
149 Mouth breathing difficult, T limit for escape
160 Rapid, unbearable pain with dry skin
182 Irreversible injury in 30 s
203 Respiratory systems tolerance time less thmm4vith wet skin

Above 150°C, radiation effects become the domifetor.

Heat Radiation Effect

Heat radiation may cause pain, first, second aind tlegree burns as well as fatal burns. The differ
burn types are characterized by the depth theyhreathe skin. Similar as for the pressure effects
combination of the peak load, here radiation intgngnd the characteristic duration are the most
important factors. Above 1.6 kWfmegative effects on human beings have to be expheGiee
following Table 3-6 relates exposure times and plaiaesholds.



The fatality rate may be calculated by use of préimctions. Prominent probit functions are the
Eisenberg functions and the TNO functions. The fgdased on nuclear radiation, the second on the
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Table 3-6: Threshold of pain, from [Kaiser 2002]

Exposure time | Radiation Intensity
[s] [kw/m?]
(lightly clothed)
60 1.7
40 2.3
30 2.9
16 4.7
9 6.9
6 9.5
4 11.7
2 19.9

radiation of hydrocarbon fires. So, both are notatly applicable to hydrogen fires.

The following Table 3-7 based on the TNO probitdiimn relates the exposure time and the radiation

Potential knowledge gap: suitable probit function

intensity for 100 % fatality:

Table 3-7: Maximum radiation exposure time [DN\O2]

Exposure time leading to death Radiation intensity | Radiation intensity
[kW/m?] [kW/m?]
(lightly clothed) (protectively clothed)
2 min ... 10 min 2 4
1 min... 2min 4 8
0.5 min ... 1 min 10 13
< 0.5 min 16 25

Besides the infrared content hydrogen combustiatlymes UV radiation capable of sunburn-like
effects. Hydrogen fires are difficult to see at ldgyt and due to the optical properties, the hdat o
smaller flames is felt late.

3.2.4.6 Personal Protective Equipment [ISO 2004]

Using the appropriate protective equipment can aedihe possible consequences of the above
described hazards. The concerned personnel shaulgrdtected against exposure to cryogenic
temperatures, high temperatures, thermal radigtiom a hydrogen flame, and oxygen-deficient
atmospheres.

Procedures that are established for operationshiimgo hydrogen should describe the personal
protective equipment (PPE) that is needed for pgeraiions to be performed. Some general guidelines
for PPE that should be considered beneficial inkimgr with hydrogen are summarized below. These
guidelines do not address PPE that should be cemesidwvhen involved in other activities such as
working on electrical circuits or performing a abrag or decontamination operation.

Some specific recommendations for PPE are:

» Eye protection or better complete face shield shbelworn when liquid hydrogen is handled,

* Properly insulated gloves should be worn when hagdinything that comes in contact with
liquid hydrogen or cold gaseous hydrogen. The gl@resild fit loosely, remove easily, and
not have large cuffs.

* Full-length trousers, preferably without cuffs, altbbe worn with the legs kept on the outside
of boots or work shoes.
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» Closed-toe shoes should be worn (open or porowsss$tmuld not be worn).

» Clothing made of ordinary cotton or flame-retardeotton should be worn. Avoid wearing
clothing made of nylon or other synthetics, silkvayol because these materials can produce
static electricity charges that can ignite flamreailixtures. Synthetics can melt and stick to
the flesh, causing greater burn damage. Any clgtlsprayed or splashed with hydrogen
should be removed until they are completely frebyafrogen.

» Self-contained breathing equipment should be wonenworking in a confined space that
may have an oxygen-deficient atmosphere.

e Portable hydrogen- and fire-detection equipmenukhbe used to warn of hydrogen leaks
and fires.

e Alternatively it is often recommended to wave wittbroom in front of oneself or to pluck
some grass and throw it in the direction of thendied movement. If the broom or the grass
comes in contact with the barely visible flame, sh@ke indicates the flame position.

» Personnel should ground themselves before toudringing a tool on a hydrogen system.

e The use of spark-proof tools is often recommentetiever, the energy required for ignition
of a flammable hydrogen/air mixture is so smalltthgen spark-proof tools can cause an
ignition. Consequently, all tools should be usethwdgaution to prevent slipping, glancing
blows or dropping, all of which can cause sparks.

* Water sprays and wet clothes may reduce the theeffedts induced by hydrogen flames
considerably.

The immediate treatment of persons which came riaod with liquid hydrogen or have been exposed
to the very cold gases is to loosen any clothirg thay restrict blood circulation and seek immediat
hospital attention for all but the most superfidgigliries. Do not apply direct heat to the affegbedits,

but if possible place in lukewarm water. Sterilg dressings should be used to protect damaged
tissues from infection or further injury, but thelyould not be allowed to restrict the blood cirtiola
Alcohol and cigarettes should not be given.

3.2.5. Effect on the Environment

One major claim for the introduction of hydrogersd&a technologies is the promising environmental
benefits of such technologies. Hydrogen is considlex clean fuel capable to avoid the greenhouse
effect caused by carbon dioxide releases usingl fagds. A supporting argument is as follows:
Hydrogen may be produced by water electrolysiswarder usage it is oxidized back to water without
producing any pollutants. However, this is to d@aiarextent an idealistic view as the major amaint
hydrogen is currently produced based on fossilsfuslough in the future hydrogen to a much higher
degree may be produced using sustainable energicesowas e.g. wind or water power. The
environmentally friendly production of hydrogen éeps therefore strongly on the technology
applied. The usage of fossil fuels like natural gasversion to produce hydrogen (see chapter 2.2)
may result in an increase of greenhouse gas emssaiod other pollutants compared with the present
situation. More fossil fuels are needed to prodeweugh “hydrogen energy” for the customers. A
solution to avoid such pollution could be technasgof carbon sequestration and other cleaning
measures to capture the pollutants to be considerdbe specific fuel used, which also would favou
central, large-scale hydrogen production and tigtion facilities.



39

120

100 THERMOSPHERE

80
60
40

Altitude km

20

150 200 250 300 350 400
Temperature K

Fig. 3-27: Definition of the atmosphere based @naherage temperature profile,
from [Heicklen 1976]

Hydrogen is a permanent gas and any diffusivegtathor accidental release will emit predominantly
into the atmosphere. Presently, the major sour@esyfdrogen emissions are biomass burning, e.g.,
forest fires, emissions from the traffic using IGE!t is also produced by photochemical atmospheric
reactions of formaldehyde. It is resulting, e.gani methane oxidation cycle in the atmosphere as
shown in the following reaction equations where phetolysis path for formaldehyde (@B) is
generating hydrogen.

CH, +OH M 11?1, CH, O

CH, M %M - CH,0,0
CH,0, M "% -, cH oM 9 f'?4- CH 0
CH,00M- CO+H,

The hydrogen content of the atmosphere is comparether atmospheric gases in Table 3-8 and is
found to be on the trace gas level. The atmospgheti@ided into different spheres as shown in Big.

27 based on an average temperature profile, wisiokelly important concerning the gas exchange
between these spheres.

Table 3-8: Average relative composition of the tgphere at mid latitudes, from [Heicklen 1976]

Gas Concentration
[ppm]
Nitrogen, N 780840
Oxygen, Q 209460
Argon, Ar 9340
Carbon dioxide, C® 325
Sum of noble gases (He, Ne, Kr, Xe) 24.6
Methane, CH 1.4
Hydrogen, H 0.5
Nitrous oxide, NO 0.25
Carbon monoxide, CO 0.08
Ozone, Q 0.025
Nitroxides, NO+NQ 0.006




40

The hydrogen concentration profile with altitudgasind constant at a level of about 0.5 ppm in the
troposphere and stratosphere as shown in TableG8#9. in the very high atmosphere, there is an
increase of hydrogen.

Table 3-9: Average relative hydrogen concentraitiogifferent altitudes, from [Heicklen 1976]

Altitude [km]  |Hydrogen [ppm]
0 0.5
20 0.5
40 0.5
60 0.5
80 4.3
100 1.0

Hydrogen is the only gas capable to escape intocespaut it is found that nearly 100 % of the
hydrogen is degraded by the photochemical atmogppercesses or deposited back to the biosphere.
The atmospheric degradation accounts for about 25Bile the dry deposition is about 73'%
(Schultz 2004b). Therefore the biological procegsedegrade hydrogen are very important for its
overall atmospheric balance. These processes amwaliounderstood presently as, e.g., the capacity
for hydrogen degradation is unknown. The biospluengdd be acting as a large buffer keeping the
atmospheric hydrogen concentration constant evengtn the releases are increased due to the
activities from a hydrogen economy.

Recently some concerns on possible adverse envinoiai effects caused by large increased
atmospheric hydrogen concentrations have been ibdedcin the literature. [Logan 1981; Schultz
2003; Tromp 2003; Prather 2003; Schultz 2004a; Wert 1998)]. In the following the present
knowledge is presented.

Hydrogen is not a greenhouse gas, as it does sotlakelectromagnetic radiation within the infrared
spectrum. Therefore higher atmospheric hydrogercammnations will not directly contribute to the
climate forcing. The consumption of hydrogen wdbkult in water regardless its usage in fuel cells,
being burned under controlled or uncontrolled ctods like under accidental fires or explosionse Th
water will be released into the troposphere wishnibormally huge content of water. So the additional
water will not raise considerably the overall caonitef water vapour in the troposphere. An adverse
effect is identified when hydrogen is atmospheljcdegraded in the lower stratosphere, where the
persistent ice (from the water) may have a cooblifigct that again influences the temperature
dependent ozone depletion mechanism.

This has a direct effect on the above mentionediplescooling effect for the lower stratosphereitas
has been predicted through model calculationsadtiieen shown [Tromp 2003] that, e.g., a fourfold
increase of atmospheric hydrogen will have considler effects on the ozone depletion. For
atmospheric photochemical degradation of hydrotfenjnitiating and rate determining step is by an
OH free radical reaction with hydrogen.

H, +OH- H 3H,0
H (-0, Ot~ HO, [

For atmospheric photochemical degradation of carbonoxide or other hydrocarbons, the initiating
and rate determining step is by an OH free rad&attion with the CO or the hydrocarbon leading to
stable products and other free radicals. The I@iere coloured equations) are reacting with other

! The current hydrogen releases are estimated lasvl40 million tonnes/year from methane, VOC askes
and their photochemical degradation, 16 milliom ffgm biomass burning, 15 million t/yr from traffand
industries, and 6 million t/yr from soils and oce@he sinks for hydrogen are: 19 million t/yr detgd by
reaction with OH free radicals, and 56 million tégil uptake. The numbers are uncertain and aiastd to be
within £ 10 million t/yr for traffic and industrymissions and + 15 million t/yr for soil deposition.
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atmospheric components e.g. NO to give ozone amddgenerate OH free radicals in chemical and
photolytic reaction steps. By that the atmosphemetains a stable OH concentration of about 10
molecules per cithat is sufficient to remove pollutants.

CO+OH M - HO, 3-CO,

NO + HO, (1] - OH [FNO,
NO, 01— NO+O(°P)
o(°P)+0, 01~ O,

0, 0M- 0,+0('S)
O(*S)+H,0 - 20H O

The emissions of hydrocarbons and nitrogen oxided ko the generation of ozone. While this is a
very important protection against short wave ulket radiation in the stratosphere, ozone is to be
considered a pollutant in the troposphere. It it phthe effects that lead to “forest dead” bydaGin

as ozone destroys the protecting wax layer on &amed it has adverse health effects to people. In
summertime, dangerous ozone levels can build utingao restrictions for traffic, e.g., in Germany
to mitigate high ozone levels. Therefore the eshbient of the hydrogen economy will improve the
air quality in the cities as the hydrocarbon anmogen oxide emissions are reduced. On the other
hand nitrogen oxide is an important intermediate tfee generation of the constant background
concentration of OH free radicals. Model calculasiohave shown that the OH concentration is
slightly decreasing when the nitrogen oxide corregioin is substantially decreased. By that the
oxidative capacity of the atmosphere is slightlgueed that would give a bit longer lifetime for .e.g
the green house gas methane thus supporting thateliforcing effect [Schultz 2003]. On the other
hand, the emission of carbon dioxide will be reduaeoiding climate forcing.

Nevertheless, less environmental pollution usindrbgen is only to be achieved using sustainable
primary energy sources for hydrogen production. nisfossil fuels without carbon dioxide
sequestration will result in total in even morelpiaint emissions. Therefore the overall environrakent
benefits need to be assessed using live cyclesassats for the larger-scale production systems.

Conclusions

The environmental problems with hydrogen are cotetewith a strong increase of the emissions into
the atmosphere. Most of the hydrogen is degradeberbiosphere. More precise knowledge on the
mechanisms and capacities are needed to make bettil calculations on the possible increase of
hydrogen due to the new technologies based on ggdrand fuel cells.

At the moment, a precaution may be to reduce thestons as much as possible, which is not only

related to the environment, but also to safetyhyadrogen fires and gas phase explosions are very
prominent concerns for hydrogen applications. Theray also be some economic benefits as

production, distribution and storage of hydrogemdceubstantial amounts of energy making the

hydrogen rather costly, but more detailed analgsesneeded here. Therefore it would be a win-win

situation to minimize leakages.
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